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SEMICONDUCTOR MEMORY DEVICE

CROSS-REFERENCE TO RELATED
APPLICATION

This application is a Continuation of U.S. patent applica-
tion Ser. No. 13/791,726, filed Mar. 8, 2013, which is based
upon and claims the benefit of priority from Japanese Patent
Application No. 2012-196396, filed Sep. 6, 2012; the entire
contents of which are incorporated herein by reference.

FIELD

Embodiments described herein relate to a semiconductor
memory device.

BACKGROUND

Itis known that a nonvolatile semiconductor storage device
erases data in block units. Depending on configuration, the
required time for an erase process operation, specifically the
erase verify operation for semiconductor memory devices is
increasing along with the increasing capacity of the devices.
It would be beneficial to semiconductor memory device per-
formance to reduce the time required for erase process opera-
tions, including the erase verify operation.

DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of a semiconductor memory
device according to a first embodiment.

FIG. 2 is a perspective view of a portion of a memory cell
array according to the first embodiment.

FIG. 3 is a cross-sectional view of a portion of the memory
cell array according to the first embodiment.

FIG. 4 is a cross-sectional view of a cell transistor accord-
ing to the first embodiment.

FIG. 5 is a circuit diagram of a portion of the memory cell
array, a sense amplifier, and a cache according to the first
embodiment.

FIG. 6 is a circuit diagram showing an example of the cache
according to the first embodiment.

FIG. 7 is a drawing showing the correspondence of the cell
status (i.e. cell threshold voltage) and the sense amplifier
output according to the first embodiment.

FIG. 8 is a drawing showing the correspondence between
cache data and the verify determination result according to
the first embodiment.

FIG. 9 is a drawing showing the sense amplifier output and
the cache data according to the first embodiment and an erase
verify result.

FIG. 10 is a circuit diagram of a portion of the sense
amplifier and cache according to the first embodiment.

FIG. 11 is a timing chart showing potentials in a portion of
the semiconductor memory device according to the first
embodiment.

FIG. 12 is a flow chart of an erase operation in the semi-
conductor memory device according to the first embodiment.

FIG. 13 is a block diagram of the semiconductor memory
device according to a second embodiment.

FIG. 14 is a timing chart showing potentials in a portion of
the semiconductor memory device according to the second
embodiment.

FIG. 15 is a drawing illustrating a sense amplifier output
the cache data and erase verify result according to the second
embodiment.
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FIG. 16 is a comparison of the number of accumulated fail
bits and the threshold according to the second embodiment.

FIG. 17 is a flow chart of an erase operation of the semi-
conductor memory device according to the second embodi-
ment.

FIG. 18 is a flow chart of a first modified example of erase
operation in the semiconductor memory device according to
the second embodiment.

FIG. 19 is a flow chart of a second modified example of an
erase operation in the semiconductor memory device accord-
ing to the second embodiment.

FIG. 20 is a drawing illustrating a semiconductor memory
device system according to a third embodiment.

FIG. 21 is a drawing illustrating an erase operation in the
semiconductor memory system according to the third
embodiment.

FIG. 22 is a drawing showing combinations of results from
multiple verify operations according to the third embodiment.

FIG. 23 is a flow chart of the first string erase verify opera-
tion according to the third embodiment.

DETAILED DESCRIPTION

The present disclosure describes a semiconductor memory
device with a reduced erase time. In general, according to one
embodiment, this embodiment will be explained with refer-
ence to the drawings. The constituent elements having the
approximately same functions and configurations will be
given the same notations, and duplicate explanation will be
provided only when necessary. In addition, each embodiment
described below exemplifies the device and method to
embody the technical idea of this embodiment; the technical
idea of this embodiment is not limited to the following com-
ponent material, forms, configurations, dispositions or the
like. The technical idea of this embodiment can be modified
into various modifications within the scope of the claims.

According to an embodiment, a semiconductor memory
device has a memory block including memory strings with a
first selection transistor on a first end and a second selection
transistor on a second end. A bit line is connected to the first
selection transistor of each memory string and a sense ampli-
fier is connected to each bit line. The memory block includes
word lines connected to each memory cell transistor in the
memory strings. The memory device also includes a control-
ler to control an erase operation that includes applying an
erase voltage to the word lines, addressing a first memory
string by applying a selection voltage to a gate electrode of the
first and second selection transistor of the first memory string,
then applying an erase verify voltage to the word lines and
using the sense amplifier to read data of memory cell transis-
tors in the first memory string, then addressing a second
memory string in the memory block without first discharging
the word lines.

The semiconductor memory device includes multiple
memory Units, according to one embodiment. Each memory
unit includes, connected in series between first and second
terminals, a first transistor, multiple memory cell transistors,
and a second transistor. Control gate electrodes of the
memory cell transistors are commonly connected with the
control gate electrode of corresponding memory cell transis-
tors within each of the multiple memory units (e.g., the first
memory cell in the series of multiple memory cells in a
memory unit is connected to the control gate electrode of the
first memory cell of the other memory units). The bit line is
commonly connected to the first terminal of each the multiple
memory units. The source line is commonly connected to the
second terminal of the multiple memory units. The sense
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amplifier senses and amplifies the current or the voltage of a
bit line upon receiving the enable signal. The enable signal is
used for more than twice during the erase verify while the
voltage is applied, for the purpose of erase verify, to the
control gate electrode after the signal instructing the erase of
data in multiple memory cell units has transitioned to an
invalid logic.

First Embodiment

Each function block is capable of being realized using
either hardware or computer software, or a combination of
both. For this reason, explanation will be given below in terms
of their functionality in general so that it will become clear
that each block can be either of those mentioned above. Such
function, whether it would function as hardware or software,
depends on a specific embodiment or design constraints
imposed on the overall system. A person skilled in the art can
produce these described functions using various methods for
each embodiment; however, both software and hardware
implementations (and combinations thereof) are to be con-
sidered included within the scope of the embodiments. Also,
it is not necessary to separate (segment) each of the function
blocks as described in the following examples. For example,
a portion of the function may be executed in a function block
different from the function block described in the following
explanation. Furthermore, the example function block may
be divided into a smaller function sub-block. The embodi-
ments are not intended to be limited to implementation in
discrete functional blocks or in a block as specifically attrib-
uted in the example embodiments.

FIG. 1 is a block diagram of the semiconductor memory
device according to the firstembodiment. As shown in FIG. 1,
the semiconductor memory device 100 has multiple memory
cell arrays 1. The memory cell array 1 includes multiple
blocks (memory blocks). Each block includes multiple
memory groups, word lines, bit lines, and the like. Each
memory group is a collection of strings that have multiple
memory cells (memory cell transistors) connected in series.
Of course, there is no restriction on the number of blocks in
the memory cell array 10 and the number of the memory
groups in each of blocks BLK. Each memory group is com-
posed of a plurality of strings arranged in X direction of FIG.
2.

Pages are constructed from multiple memory cells con-
nected to the same word line in a certain memory group of a
certain block BLK. The data is typically read or written as
page units and erased as block units. A definition of the pages
is not limited as above description. Pages may be constructed
from multiple memory cells connected to the same word line.

The memory cell array 1 has multiple strings. The string
includes multiple memory cell transistors connected in series,
and drain-side select gate transistors and source-side select
gate transistors at either end. Each bit line is connected to
multiple strings. The following explanation pertains to an
example in which one bit line is connected to eight strings. A
number of other connections are also possible. In such cases,
related description can be substituted as appropriate.

A row decoder 2 receives a row address signal ROWADD,
a signal RDEC, SGD [7:0], SGS [7:0], CG [7:0], and so on.
Also, the row decoder 2 selects one block, one string, and one
word line based on these received signals for example. The
signal RDEC is a signal for enabling the row decoder 2.
Signals SGD and SGS select one drain-side select gate tran-
sistor and one corresponding source-side select gate transis-
tor, respectively.
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The sense amplifier and the cache 3 sense and amplify the
current or the voltage on the bit line, and include cache 0 and
cache 1. Cache 0 and cache 1 temporarily hold data read from
the memory cell array 1 or data to be written to the memory
cell array 1, as well as other data. The sense amplifier and the
cache 3 further include a logic circuit that will be more fully
described later.

The sense amplifier and the cache 3 receive signals UTRS,
UTRS, STBn and BITSCAN. Among the signal names, sig-
nal n refers to the valid logic of this signal being at a low level.
For example the signal STBn is an inverted signal of the
signal STB. Signals LTRS and UTRS control data input or
output of cache 0 and cache 1, respectively. Signal STBn
instructs the enablement of the sense amplifier. Signal
BITSCAN instructs the operation of a bit scan process. The
sense amplifier and cache 3 output signal PFBUS. Signal
PFBUS holds information about a number of fail bits within
one page.

Charge pump 4 generates a necessary voltage for various
operations of the semiconductor memory device 100, and
supplies this voltage to the row decoder 2 as well as the sense
amplifier and cache 3. A verify circuit 5 determines whether
or not writing and erase have been properly executed. Spe-
cifically, the verify circuit 5 receives signal F_NF and signal
PFBUS. The signal F_NF indicates a fail acceptable number
for one page. The verify circuit 5 compares the signal PFBUS
with the number of the signal F_NF. After that, the verify
circuit 5 determine whether or not writing and erase have
been properly executed. The comparison results are held in a
status register 5a in the verify circuit 5. The status register Sa
is used during erase and writing in addition to the comparison
results.

The control register 6 controls the charge pump 4. The
control register 7 controls row system such as row decoder 2
and the like, and outputs signals RDEC, SGD and SGS as a
result. The control register 8 controls column addresses,
cache, sense amplifier, cache 3 and the like, and outputs
signals LTRS, UTRS, STBn, and BITSCAN for that purpose.

A CG driver 9 receives signals SGD and SGS, string
address signal STRADD, and row address signal ROWADD,
and generates signals SGD [7:0], SGS [7:0], and CG [7:0].
The notation “[7:0]” in SGD [7:0] and SGS [7:0] are used to
indicate a selection of any of the specific strings in the cell
array (here, string 0, string 1, . . . string 7) and The notation
“[7:0]” in CG [7:0] is used to indicate a selection of any of the
specific cells within a string (here, cell 0, cell 1, . . . cell 7)
corresponding to a specific word line. The number of strings
and cells within a string need not equal eight and need not
equal one another.

The CG driver 9 generates signal SGD [7:0] in order to
select the drain-side select gate transistor from signal
STRADD and signal SGD. In addition, the CG driver 9 also
generates signal SGS [7:0] in order to select the source-side
select gate transistor from signal STRADD and signal SGS.
Furthermore, the CG driver 9 generates signal CG [7:0] in
order to select one word line from row address ROWADD.

A state machine (controller) 10 receives commands as well
as signals ROWADD, COLADD, STRADD, and PB. The
state machine (controller) 10 interprets the commands and
controls control registers 6, 7, and 8 based on the interpreta-
tions and the received signals. It is responsible for controlling
reading, writing, erasing and so on.

A first buffer 11 receives control signals, such as chip
enable signal CEnx, write enable signal WEnx, read enable
signal REnx, command latch enable signal CLEx, address
latch enable signal ALEx, and write protect signal WPnx
from outside of the semiconductor memory device 100.
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Another first buffer 12 receives signal IOx<7:0>. Signals IOx
are, for example, input signals related to addresses, data,
command codes, or the like.

The command decoder 13 decodes signals received from
the first buffers 11 and 12 and obtains commands by decoding
the received signals. The commands are supplied to the state
machine (controller) 10. Also, the command decoder 13 out-
puts signal (command) CMD_STATUS.

The address buffer 14 decodes signals received from the
buffer 11 and 12, and generates address signals ROWADD,
COLADD, STRADD, and PB based on the results of the
decode and the control by the state machine (controller) 10.
The register 15 holds the value for defining the details of the
operation of the semiconductor memory device 100. The
register 15 outputs signal F_NF. Signal F_NF is supplied to
the verity circuit 5.

The data buffer 16 decodes the signals received from the
buffers 11 and 12, and obtains the written data YIO based on
the decoded signals. The output buffer 17 temporarily holds
data to be output from the semiconductor memory device
100, and supplies to the data to the buffer 12. Based on signal
CMD_STATUS, the select circuit 18 supplies to the output
buffer 17 the data received from the sense amplifier and cache
3 or status signal STATUS received from the status register
Sa.

The memory cell array 1 has a configuration shown in FIG.
2 and FIG. 3. FIG. 2 is a perspective view of a portion of the
memory cell array according to the first embodiment. FIG. 3
is a cross-sectional view of a portion of the memory cell array
according to the first embodiment. FIG. 2 shows two strings.
FIG. 3 shows eight strings placed along the surface of YZ. As
an example, one block contains eight strings.

Circuit regions CU are provided on the surface of the
substrate sub, as shown in FIG. 2. The row decoder 2, sense
amplifier and cache 3, as well as the charge pump 4, the state
machine (controller) 10 and others can be formed on these
circuit regions CU. A back gate BG made of conductive
materials is formed above the circuit region CU. The back
gate BG extends along the XY plane above the circuit region
CU. Also, multiple strings Str are formed above the substrate
sub. FIG. 2 shows an example where each string Str contains
memory cell transistors MTr0-Mtr15. When there is no need
to alternately distinguish the reference numbers with a digit at
the end (for example, cell transistor M Tr), the description that
omitted the digit located at the end of the reference numbers
will be used, and this description will be used to refer to the
reference numbers containing all of the subscripted reference
numbers. In this example, cell transistors Mtr7 and MTr8 are
connected via the back gate transistor BTr. The source-side
select gate transistor SSTr and the drain-side select gate tran-
sistor SDTr are connected to the cell transistors MTr0 and
Mtrl5 in series, respectively. The source line SL and the bit
line BL are extended on top of the transistors SSTrand SDTr,
respectively. The transistors SSTr and SDTr are connected to
the source line SL and the bit line BL, respectively.

Cell transistors MTr0-MTr15 include a semiconductor pil-
lar SP and an insulating film IN2 on the surface of the semi-
conductor pillar SP (shown in FIG. 4), and also include word
lines (control gates) WL0-WL15 extended along the x axis.
Word lines WLO-WL15 are connected to a corresponding CG
line CG (CG lines CG0-CG15), depending on the row
decoder 2. The insulating film on the surface of the semicon-
ductor pillar SP includes a block insulating film IN2a, a
charge trap layer IN25 including insulating material, and a
tunnel insulating film IN2¢, as shown in FIG. 4. Cell transistor
MTr stores data in a nonvolatile manner based on the numbers
of charge carriers within the charge trap layer IN24.
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Returning to FIG. 2 and FIG. 3, the semiconductor pillar
SP is made of silicon above the back gate BG. The two
semiconductor pillars SP that constitute one string Str are
connected by a pipe layer made from the conductive material
within the back gate BG, and the pipe layer constitutes the
back gate transistor BTr. Each word line WL is shared by
multiple cell transistors MTr arranged along the x axis. A
group of multiple cell transistors M'Tr connected to the same
word line WL in a certain memory group constitutes a page.
One page, for example, has a size of 8 Kilobytes.

The select gate transistors SSTr and SDTr include the
semiconductor pillar SP, the gate insulating film (not shown
in the drawing) of the surface of the semiconductor pillar SP,
and further include the gate electrodes (select gate line) SGSL
and SGDL, respectively. Each gate electrode SGSL is shared
by multiple transistors SSTr arranged along the x axis. Each
gate electrode SGDL is shared by multiple transistors SDTr
arranged along the x axis. The select gate lines SGSLO-
SGSL7 belong to the strings Str0-Str7, respectively. The
select gate lines SGDLO0-SGDL7 belong to the strings Str0-
Str7, respectively. Each source line SL is connected to mul-
tiple transistors SSTr. The source lines SI within one block
are mutually connected. A single bit line BL is connected to
multiple select gate transistors SDTr via a plug. Two adjacent
strings Str share a source line SL.

The spaces shown in FIG. 2 and FIG. 3 in which elements
are not provided are embedded by the insulating film. The
word line WL, the select gate lines SGSL and SGDL selected
by the row decoder 2 are driven by the CG driver 9.

Although it is not shown in FIG. 2 and FIG. 3, the word
lines having the same number that belong to different strings
Str within 1 block (for example, word line WL0 of the string
Str0 and the word line WL0 of the string Str7) are electrically
connected. On the basis of this configuration, the time taken
for charge and discharge of the word lines WL is longer than
the time for charge and discharge the word lines WL not
connected in this manner.

FIG. 5 is a circuit diagram of the memory cell array 1, as
well as a portion of the sense amplifier and cache 3. As shown
in FIG. 5, multiple strings Str (only 3 are shown) are con-
nected between a single bit line BL and source line SL.. The
word line WL is shared by all the strings within one Block.
Word lines WL1-WL7 are also similarly shared.

The bit line BL is connected to the sense amplifier SA in in
the sense amplifier and the cache 3. The sense amplifier SA
receives the sense amplifier enable signal STBn as described
above. The output SAOUT of the sense amplifier SA is sup-
plied to the logic circuit L. The logic circuit L receives the
signals LTRS, UTRS, and BITSCAN described above. The
logic circuit L performs a variety of logical operations, which
will be described later, for the signals received. The output of
the logic circuit L is connected to the data bus DBUS. The
logic circuit L. is additionally connected to the signal line
PFBUS. The data that is output to the signal line PFBUS will
be described later.

The data bus DBUS is connected to the cache LDL and the
cache UDL. The cache LDL and the cache UDL receive
signals LTRS and UTRS, respectively. The signals LTRS and
UTRS of the valid logic enable the cache LDL and UDL,
respectively. The data bus DBUS transports the data to the
data buffer 16 and data from the data buffer 16 of FIG. 1.

Cache LDL and UDL each have the configuration of, for
example, FIG. 6. FIG. 6 is a circuit diagram that shows an
example of the cache pertaining to the first embodiment. As
shown in FIG. 6, a p-type MOSFET (Metal Oxide Semicon-
ductor Field Effect Transistor) TP1, n-type MOSFET TN1 are
connected in parallel. One end of the parallel connection
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structure is connected to the data bus DBUS, and the other end
is connected to the input of inverter IV1 and the output of
inverter IV2. The output of inverter IV1 and the input of
inverter IV2 are connected, and function as a storage node
LAT. The gate of the transistor TN1 receives the signal LTRS
(or UTRS). The gate of the transistor TP1 receives the signal
/LTRS (or /UTRS). The signal [/] means negative logic. The
caches L.DL and UDL have the same configuration and are
interchangeable. One of them is used in the first embodiment,
and the other is used in the second embodiment. In the fol-
lowing descriptions, for the sake of convenience, the cache
LDL is used in the first embodiment, but as stated cache LDL
is interchangeable with cache UDL.

The structure shown in FIG. 5 is provided for each of the bit
lines.

FIG. 7 illustrates the relationship between the threshold
voltage of the cells (the cell status) pertaining to the first
embodiment and the output SAOUT of the corresponding
sense amplifier. Generally, erase operation includes applying
an erase voltage (pulse) to the cell. As a result, the threshold
voltage of the cell shifts from a write level to an erase lebel
(from a level higher than the erase level to a level below the
erase level. Also, generally, erase operation includes an erase
verify for the cells that are to be erased, and erase verify
checks the change of threshold voltage of the cells associated
with erase (being erased). The change in the threshold voltage
of the cells is detected through the detection of the output
SAOUT becoming 0 from 1, after the erase pulse is applied.
The configuration of the sense amplifier SA may be any
configuration as long as it is able to detect the status of the bit
line BL during which the signal STBn, which indicates the
start of the sense of the sense amplifier SA, is a valid logic (for
example, low level). The potential of the output SAOUT is
maintained by the sense amplifier SA, even after the end of
the sense step. The erase verify, for example, is carried out per
string Str. That is, for each string Str, a cell current or a voltage
ofthe bit line BL is sensed in the state wherein the transistors
SSTr and SDTr are turned ON, and all the word lines WL are
driven to a predetermined potential.

FIG. 8 illustrates the corresponding relationship between
the data being held in the cache LDL (or UDL) and the
determination results of erase verify pertaining to the first
embodiment. As described above, the cache LDL holds the
data output to the data bus DBUS from the logic circuit L.
During erase verity, the logic circuit L outputs the data to the
bus DBUS, on the basis of the result of the logical operations
based on the output SAOUT. As shown in F1G. 8, for example,
the fact that the cache LDL holds 1 or 0, means that erase
verify pass or verify fail, respectively, for the corresponding
bit line BL. Usually, pass and fail of erase verify are deter-
mined in page units.

In erase operation, application of an erase pulse and mul-
tiple repetitions of erase verify are included. The results of
erase verify are accumulated for each string. That is, the data
representing the result of a certain erase verify is held in the
cache LDL, and using the data being held and the sense
amplifier output in the subsequent erase verify, the result of
the concerned subsequent erase verify can be obtained. The
data representing this obtained result is stored in the cache.
These steps are repeated. FIG. 9 illustrates the sense amplifier
output SAOUT during erase verify and, the data being held in
the cache LDL, and the erase verify result based on these.
FIG. 9 shows the final state of the cache LDL stored in
accordance with the logical state of the sense amplifier output
SAOUT. When the threshold voltage of memory cells in this
time is equal to or lower than erase verity level, that is, when
the output SAOUT is “0”, data “1” (pass) is stored in the cache
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LDL. On the other hand, when the threshold voltage of
memory cells in this time is lower than erase verify level, that
is, when the output SAOUT is “1”, data “0” is stored in the
cache LDL. The logical operations with this output SAOUT
and the cache LDL are carried out by the logic circuit L. Since
erase verify will be carried out with the cache LDL being
initialized to “1”, the case wherein the cache LDL will start
from “0” will be omitted.

The relationship between the results and data of erase
verify of FIG. 7-FIG. 9 is only an example. For example, the
data to be stored in the cache LDL in the initial state may also
be “0”. It is possible to adopt an arbitrary erase verify in the
first embodiment. The first embodiment is not limited by the
details of erase verify operation.

FIG. 10 is a circuit diagram that shows a portion of the
sense amplifier and cache 3 pertaining to the first embodi-
ment. FIG. 10 shows the portions within the sense amplifier
and cache 3 of FIG. 5 for one page. As shown in FIG. 10, in
each of the bit lines BL.O-BLi-1, a portion of the sense ampli-
fier and cache 3 shown in FIG. 5 are provided. Here, i is a
natural number and corresponds to the number of the bit lines
in one page. The output of the sense amplifier related to the bit
lines BLO-BLi-1 is supplied to each logic circuit L, and each
of'their output data is output as DBUS0-DBUSi-1. The signal
line PFBUS is connected in common. The logic circuits L
output the fail or pass results for the bit lines BL to which each
logic circuit L is connected using the signal line PFBUS; and
are configured so that the number of fail bits of one page are
output to the signal PFBUS. The signal PFBUS is supplied to
the verify circuit 5 as described above.

FIG. 11 is a timing chart of nodes in the semiconductor
memory device according to the first embodiment. Specifi-
cally, FIG. 11 shows the timing chart during erase verify of
the first embodiment, and represents a certain block that is to
be erased. The operation of FIG. 11 is, for example, executed
through a state machine (controller) 10 that controls the con-
trol registers 6, 7, and 8.

As shown in FIG. 11, at time t0, the signal erase transitions
from ahigh level to a low level. A high level of the signal erase
indicates that the semiconductor memory device 100 is in the
midst of application of the erase pulse, that is, it is in a state in
which the voltage necessary for erase is being applied in the
block to be erased. During the signal erase is high level, the
operations necessary for the voltage boost and discharge by
the charge pump 4 are also included. Also, at time t0, the
signal evfy will become high level (valid logic). The signal
evfy of high level indicates the fact that the semiconductor
memory device 100 is in the midst of an erase verify read. The
erase verify is a part of erase operations, and follows the
application of the erase pulse. The erase verify includes
applying the erase verify voltage to all the word lines WL
within the block to be erased, confirming the status of the
threshold voltage of the memory cells to be erased, confirm-
ing the sense amplifier output signal SAOUT in the state
where the sense amplifier and cache 3 is activated, and storing
the signal SAOUT to the cache LDL. For the block to be
erased, these types of operations are carried out, in sequence,
for each of'the string Str0-string Str7. The erase verify will be
described in detail below.

The times t0-t4 are the periods for erase verify of the string
Str0. Therefore, during time t0-t4, the string address signal
STRADD is set to a value that selects the string Str0. Also,
before time t0, all of the CG lines CG are charged to the erase
verify voltage Veviy. Along with the erase verify start of time
10, the row decoder enable signal RDEC becomes a high level
(valid logic). As a result, the potential of the CG line CG is
transferred to the corresponding word line WL, and from time
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t0 the word line WL is charged to the erase verify voltage
Veviy. Also, at time t0, the SG lines SGD and SGS shiftto a
high level. Since the signal STRADD has selected the string
Str0, the potential of the high level SG lines SGD and SGS is
transferred to the select gate lines SGDL0 and SGSLO of the
string Str0. Also, the cache DL is initialized at time t0. As a
result, all the caches LDL hold the data “1”.

After time 10, a predetermined setup time is required to
stabilize word line voltage or another internal node voltage.
After that, the signal STBn becomes a low level (valid logic).
The signal STBn of valid logic enables each sense amplifier
SA. After the start of operation of each sense amplifier SA, the
signal STBn keeps low level, then the signal STBn returns to
a high level at time t1. As a result, at time t1, each sense
amplifier output SAOUT is fixed. Furthermore, cache UDL is
not used in the first embodiment, but it is instead used in the
second embodiment described later.

Next, the signal LTRS will become a high level (valid
logic), and the data within each cache LDL can be read out.
Each of this read out data, along with the corresponding sense
amplifier output SAOUT, is logically operated by the corre-
sponding logic circuit L. That is, for each of the bit lines
BL0-BLi-1, logical operations are performed for the output
SAOUT and data of the cache LDL. The logical operations
are as described above, with FIG. 9 as a reference. The opera-
tion results according to each logic circuit L are stored in the
corresponding cache LDL. The data stored in LDL is fixed
when the signal LTRS becomes a low level (disable) at time
2.

Next, a check for the data in the cache LDL is performed.
That is, the number of fail bits will be counted. This check
includes the determination of whether the result of erase
verify read (that is, the data within the cache LDL) has padded
or not. In other words, this check includes that the fail bits in
the cache LDL is less than the predetermined value or not.
The predetermined value means, for example, the number of
fail bits allowed per one page or per one block. For the check,
at time t3, the signal failscan becomes a high level (valid
logic). The signal failscan is an internal signal of the state
machine (controller) 10, and is the same signal as the signal
BITSCAN, and the signal failscan of valid logic indicates a
bit scan operation. Also, at time t3, the SG lines SGD and SGS
and the signal evfy become a low level (invalid logic).

On the other hand, the signal RDEC is maintained at a high
level even after time t3. As a result, the word line WL is
connected to the signal CG line. In other words, the potential
of the signal CG line CG (the erase verify voltage Veviy)
continues to be transferred. Thus, the discharge and recharge
of the word line WL will be unnecessary for the erase verify
of'the subsequent string Strl. As described above, the fact that
the word line WL is shared amongst different strings Str is
being utilized.

Also, at time t3, the signal LTRS becomes a high level, and
as a result, the data of each cache LDL is received by the
corresponding logic circuit L. Furthermore, at time t3, the
signal BITSCAN becomes a high level (valid logic). As a
result, each logic circuit L. outputs the data that indicates he
number of fail bits to the signal line PFBUS. In this case, the
number of fail bits indicates the one for the string that is to be
checked, Str0.

The number of fail bits is notified to the verify circuit 5. The
verify circuit 5 compares the number of fail bits with a thresh-
old value indicated by the signal F_NF received from the
register. When the number of fail bits is lower than the thresh-
old value, the verify circuit 5 sets the status of the fact that it
has passed to the status register 5a. On the other hand, when
the number of fail bits is greater than or equal to the threshold
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value, the verify circuit 5 sets the status indicating that a string
has failed to the status register Sa. In this way, the erase verify
of'the string Str0 is complete. In accordance with this, at time
t4, the signals failscan, BITSCAN, and LTRS will become
low level. FIG. 11 shows an example where the erase verify in
the string Str0 has passed.

The state machine (controller) 10 receives the status signal
for the string Str0, and recognizes that the erase verify in the
string Str0 has pasaed, and then, executes the erase verify of
the string Strl. The erase verify of the string Str1 is the same
as the erase verify of the string Str0, except for the string
address. That is, during time t4 to time t8, the string address
signal STRADD is set to a value that selects the string Strl. At
time t4, the signal evfy becomes a high level, and erase verify
starts. Also, at time t4, SGD and SGS set to a high level. As a
result, the select gate lines SGDL1 and SGSL1 of the string
Strl become a high level. Furthermore, at time t4, the cache
LDL gets initialized.

As described above, continuing from the erase verify ofthe
string Str0, the signal RDEC maintains a high level. In other
words, the word line WL is connected to the CG line CG, the
erase verify voltage Vevfy is transferred to the word line WL.
For this reason, the time to charge the word line WL is
unnecessary for the erase verify of Strl.

Next, at time t5 to time t8, the same operations as the
operations at time tl to t4 are carried out, respectively. As a
result, the number of fail bits for string Strl is output on the
signal PFBUS. FIG. 11 shows an example where the string
Strl has failed in erase verify. The state machine (controller)
10 recognizes that erase verify in the string Strl has failed,
and prepares to reapply the erase pulse to the block to be
erased. On that account, at time t8, the row decoder signal
RDEC becomes a low level, and the string address signal
STRADD will become a value that does not select any string
Str. As a result, the word line WL is disconnected to the CG
line CG, and the word line WL begins to discharge from the
erase verify voltage Vevty.

Next, the erase pulse is applied from time t9. On that
account, the signal erase becomes a high level. After the
application of the erase pulse, similar to the steps from time
to, erase verify is carried out once again.

In this manner, until the string erase verity is failed, the
signal RDEC maintains a high level, and consequently the
word line WL maintains the erase verify voltage Veviy, and
the sense amplifier enable signal STBn for the erase verify of
the strings becomes a valid logic sequentially.

FIG. 12 is a flowchart of the erase of the semiconductor
memory device pertaining to the first embodiment. Similar to
FIG. 11, the flow of FIG. 12 is executed, for example, through
a state machine (controller) 10 that controls the control reg-
isters 6, 7, and 8.

As shown in FIG. 12, the state machine (controller) 10
initializes the status register 5a in the verify circuit 5 (step
S1). In step S2, the state machine (controller) 10 applies an
erase pulse to the block to be erased. Step S2 corresponds to
the period during which the signal erase of FIG. 11 is at a high
level. In step S3, the signal for specifying the string address is
initialized. In fact, the string address signal STRADD is set to
0. In FIG. 12, the parameter N that specifies the string address
is set to 0. N is a natural number from 0 to 7 (number of
maximum string), for example.

In step S4, the state machine (controller) 10 carries out the
erase verify read for the string StrN. Step S4 corresponds to
the period during which the signal evty of FIG. 11 is at a high
level, and as described above, includes read out of data from
the cells, sense, logical operations with each of the sense
amplifier outputs SAOUT and the data within the correspond-
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ing caches L.LDL, and storage of the logical operations results
to each of the caches LDL. Next, in step S5, the state machine
(controller) 10 counts the number of fail bits for the string
StrN. Next, in step S6, the state machine (controller) 10
compares the number of fail bits with the threshold value.
Steps S5 and S6 correspond to the period during which the
signal BITSCAN of FIG. 11 is at a high level, and as
described above, include the output of the number of fail bits
to the signal PFBUS, comparison of the number of fail bits
with the threshold value, and the storage of the comparison
result to the status Sa.

If'the decision at step S6 is a Yes, erase verify is carried out
for the next string Str. Specifically, first, in step S7, the state
machine (controller) 10 determines whether erase verify has
been completed for all the strings Str. More specifically, the
state machine (controller) 10 determines whether the string
Str, for which erase verify is carried out in step S4, is the last
string. In this example, the state machine (controller) 10
confirms whether N is 7 or not. If the decision of step S7 is a
Yes, this means that erase verify has been completed for all
the strings Str, and the flow ends. If the decision of step S7 is
a No, the flow goes to step S8. In step S8, the state machine
(controller) 10 increments N by 1. That is, the state machine
(controller) 10 increments the signal STRADD by 1. After
step S8, the flow returns to step S4.

When the decision at step S6 is a No, the flow goes to step
S9. In step S9, the state machine (controller) 10 checks as to
whether the repetition number of the erase and the erase
verify has exceeded the threshold value (upper limit). As
described above, if a certain string Str fails erase verify, erase
(erase pulse application) will be carried out again. However,
an upper limit of the repetition number of erase and erase
verify is usually set. When the repetition number of erase and
erase verify becomes to the upper limit during erase opera-
tion, it is treated as a block erase fail. Therefore, the state
machine (controller) 10 stores the erase count for the block to
be erased in registers, etc., and compares the stored value with
the threshold value in step S9. When the decision at step S9 is
a No, the flow goes to step S10. In step S10, the state machine
(controller) 10 prepares to reapply the erase pulse to the block
to be erased. This preparation includes, for example the dis-
charge of the word line WL as described above, and corre-
sponds to the operations from time t8 of FIG. 11. After step
S10, the flow returns to step 2.

When the decision at step S9 is a Yes, the flow goes to step
S11. In step S11, the state machine (controller) 10 sets fail in
the status register 5a to indicate that the block to be erased has
failed. Subsequently, erase of selected specific block ends.

As described above, according to the semiconductor
memory device pertaining to the first embodiment, after the
erase verify read for a certain string Str, the word line WL
maintains the erase verify voltage Vevty. For this reason, the
discharge of the word line WL for the erase verify of the
subsequent string Str and the recharge towards erase verity
are unnecessary. The discharge of the word line WL will be
executed, when erase verify fails and erase is carried out
again. As a result, especially, when each string erase charac-
teristics is similar and when the erase verify for each string
has passed, the time for erase operation (erase and erase
verify) is shorter than the conventional way.

Second Embodiment

In the first embodiment, the number of fail bits is counted
per string. On the other hand, in the second embodiment, the
number of fail bits accumulated across all the strings will be
counted.
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FIG. 13 is a block diagram of the semiconductor memory
device pertaining to the second embodiment. FIG. 13 is simi-
lar to the first embodiment (FIG. 1), but several components
have been added to FIG. 1. As shown in FIG. 13, the register
15 additionally maintains two threshold values F_BSPF,
F_BSPF_ACLU, and this output signals F_BSPF and
F_BSPF_ACLU. The signals F_BSPF and F_BSPF_ACLU
are received by the select circuit 19. The select circuit 19
outputs one of the signals F_BSPF and F_BSPF_ACCU as
the signal F_NF, according to the control of the state machine
(controller) 10. The signal F_NF is received by the verify
circuit 5, the same as in the first embodiment. The threshold
value F_BSPF is same as F_NF represented in the first
embodiment. That is, it is a threshold value used in counting
the number of fail bits. On the other hand, the threshold value
F_BSPF_ACCU is a threshold value used in counting the
number of fail bits accumulated across all the strings. The
threshold value F_BSPF and the threshold value F_BSP-
F_ACCU are typically different.

The verify circuit 5 has an additional status register 56. The
status register 54 stores the results of accumulated string erase
verify. The result within the status register 55 is supplied to
the state machine (controller) 10 as the signal STATUS_STR.
The signal STATUS_STR is also supplied to the select circuit
18. Upon receiving the signal CMD_STATUS_STR from the
command decoder 13, the select circuit 18 supplies the signal
STATUS_STR to the output buffer 17. The output buffer 17
outputs the received signal STATUS_STR from the semicon-
ductor memory device 100. FIG. 13 depicts an example
where one of the signal STATUS and the signal STA-
TUS_STR is output. However, a separate 10 port may be
provided in addition to the input output port IO connected to
the first buffer 12, and the signals STATUS and STA-
TUS_STR may be output simultaneously from each of those
IO ports. The components other than the components
described for the second embodiment are the same as in the
first embodiment, including FIGS. 2-6, and FIG. 10.

FIG. 14 is a timing chart of nodes in the semiconductor
memory device according to the second embodiment. Spe-
cifically, FIG. 14 shows the timing chart during the erase
verify in the second embodiment, and represents a certain
block that is to be erased. The operations of FIG. 14 are
executed, for example, through a state machine (controller)
10 that controls the control registers 6, 7, and 8.

First, the cache UDL is initialized before erase or at least
before erase verify. Also, the operations until the completion
of erase, i.e. the change of the signal erase to a low level at
time t20 are the same as that in the first embodiment. From
time t20, verity read will be carried out for the first string Str0.
The operations from time 120 to t22 are essentially the same as
the operations until time t0 to t3 of the first embodiment (FIG.
1). The differences are the fact that the logic operations shown
in FIG. 15 are performed, the fact that the data in cache UDL
isused in the logical operations, and the fact that the results of
the logical operations are stored in the cache UDL. Based on
the fact that the cache UDL is being used, the signal UTRS
will become high level (valid logic) just before time t22. FI1G.
15 illustrates the output of the sense amplifier output, the
cache UDL and the results of the erase verify in second
embodiment. In the erase verify read for string Str0, the cache
UDL is in an initialized state and holds the data “1”. As a
result of the erase verify read for the string Str (in the current
example, string Str0), if the output SAOUT is “0”, the result
of'the logical operations is “1” (pass) as shown in the first row
of FIG. 15. This result is stored in the corresponding cache
UDL. On the other hand, if the output SAOUT is “1”, the
result of the logical operations is “0” (fail) as shown in the
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second row. This result is stored in the corresponding cache
UDL. Return to FIG. 14. At time t22, the signal UTRS is set
to a low level (invalid logic), then the data of cache UDL will
be fixed.

Next, erase verify read for string Strl will be carried out,
and will be accumulated with the result for string Str0. The
count of the number of fail bits for string Str0 is not carried
out. This point is in contrast to the first embodiment. For the
erase verify read for string Strl, first, the signal evfy contin-
ues to maintain a high level even at time t23. Even after time
123, the signal RDEC maintains a high level, and for this
reason, the word line WL maintains the erase verify voltage
Vevty. This point is the same as that in the first embodiment.
On the other hand, at time t23, the SG lines SGD and SGS
become a low level (invalid logic) once. This is for transition-
ing from a state where string Str0 is selected, to a state where
string Strl is selected. Next, the signal STRADD is set to a
state in which the string Strl is selected. This state continues
until before time t28.

Attime 124, the state machine (controller) 10 makes the SG
lines SGD and SGS a high level. Next, the state machine
(controller) 10 carries out erase verify read for the string Strl.
The erase verify read for string Strl, and all the subsequent
strings Str, is essentially the same as that for string Str0, with
only different target address.

First, just before time t25, the sense amplifier SA is
enabled, and at time t25, the sense result of the sense amplifier
SA is fixed, and each sense amplifier SA outputs its result on
the signal SAOUT. Next, due to the fact that the signal UTRS
becomes a high level, the data of each cache UDL is read out,
and along with the corresponding output SAOUT, it become
the targets of the logical operations by the logic circuit L. The
logical operations are as shown below. As described above,
the result (output SAOUT) of erase verify read for a certain
string Str is accumulated to the results of the strings Str in the
previous result. Specifically, it is as shown in FIG. 15. The
first row of FIG. 15 corresponds to the case when the results
for the strings Str checked until now have all passed, and the
results for the current string have also a passed. As aresult, the
value that is stored is “1” (pass). The second row corresponds
to the case when the results for all the strings Str checked until
now have all passed, and the results for the current string have
failed. As a result, the value that is stored is “0” (fail). The
third row and fourth row correspond to the case when the
result for at least one of the strings Str checked till now is a
fail. For the cases of the third row and fourth row, regardless
of'the result for the current string, the value that is stored will
be “0” (fail).

Next, at time 126, the signal UTRS is set to low level and
then the data of cache UDL is fixed. After this, similar to the
strings Str0 and Strl, erase verify read is carried out for
strings Str2-Str7, and as a result, at time t40, the accumulated
result is stored in the cache UDL.

From time t41, the state machine (controller) 10 carries out
a count of the number of fail bits for the accumulated results
of all the strings Str0-Str7. This count of the number of fail
bits is essentially the same as the count of the number of fail
bits for each string of the first embodiment. That is, at time
141, the signal evty, SG lines SGD and SGS, word line WL,
CG line CG, and signal RDEC become a low level. Also, at
time t41, the signals failscan, BITSCAN, and UTRS become
a high level (valid logic). As a result, similar to the first
embodiment, the number of fail bits is output as the signal
PFBUS.

The verify circuit 5 compares the accumulated number of
fail bits (signal PFBUS) with the threshold value F_BSP-
F_ACCU within the signal F_NF. As described above, this
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threshold value differs from the threshold value F_BSPF for
one string of the first embodiment. If the count of the string
accumulated fail bits is below the threshold value (allowable
count), the verify circuit 5 sets a status that indicates pass in
the status register 55, as shown in FIG. 16. On the other hand,
if the count of the string accumulated fail bits is equal to or
above the threshold value, it sets a status that indicates fail in
the status register 5é.

FIG. 17 is a flow chart of the erase operation of the semi-
conductor memory device pertaining to the second embodi-
ment. Similar to FIG. 14, the flow in FIG. 17 is executed, for
example, by a state machine (controller) 10, which controls
the control registers 6, 7 and 8.

The flow shown in FIG. 17 is roughly divided into two
stages. In the first stage, as described by referring to FIG. 14,
the result of the accumulated string erase verify is checked,
and the verify results of the block average are determined.
This type of check is completed at a high speed. In the first
stage, the steps S31-S34 described later are included. In the
second stage, the check and re-erase is carried out per string.
This type of check leads to detailed results. In the second
stage, the steps S41-S49 described later are included.

As shown in FIG. 17, in step S31, the state machine (con-
troller) 10 initializes the status registers 5a and 55 within the
verify circuit 5. In step S32, the state machine (controller) 10
applies an erase pulse to the block to be erased. Step S32
corresponds to the interval in which the signal erase of FIG.
14 is at a high level. In step S33, the state machine (controller)
10 carries out the accumulated string erase verify for all the
strings. Step S33 corresponds to the interval in which the
signal evfy of FIG. 14 is at a high level. As described above,
Step S33 includes read out from the cells, sense, logical
operations used by each sense amplifier output SAOUT and
each cache UDL and storing logic operation result in each
cache UDL for the strings Str0-Str7. As a result of step S33,
the result of accumulated string erase verify Str0-Str7 is
stored in the caches UDL.

In step S34, the state machine (controller) 10 checks the
result of accumulated string erase verify stored in the caches
UDL. That is, first, the data that indicates fail or pass from all
the caches UDL is output as the signal PFBUS. The signal
PFBUS holds the number of UDLs that has failed (accumu-
lated string fail bits count). The verify circuit 5 compares the
number of accumulated string fail bits with the threshold
value F_BSPF_ACLU. Step S34 corresponds to the interval
in which the signals failscan or BITSCAN of FIG. 14 are at a
high level. If the number of the accumulated string fail bits is
less than the threshold value, the accumulated string erase
verify is a pass and the register 55 in the verity circuit 5 is set
to pass status. On the other hand, if the accumulated string fail
bits is equal to or more than the threshold value, the accumu-
lated string erase verify is a fail and the register 55 in the
verify circuit 5 is set to fail status.

When the decision at step S34 is a No, the flow goes to step
S36. Step S36 is the same as Step S9 of FIG. 12. In step S36,
the state machine (controller) 10 checks as to whether the
number of repetitions of the erase and erase verify has
exceeded the threshold value (upper limit). If the decision of
step S36 is a No, the flow returns to step S32. If the decision
of step S36 is a Yes, the flow goes to step S37. Step S37 is
identical to step S11 of FIG. 12. In step S37, the state machine
(controller) 10 sets the data that indicates fail in the status
register 5b. Subsequently, the erase ends. The fail status of the
status register 55 means that the accumulated string erase
verify has failed.

On the other hand, when the decision at step S34 is a Yes,
the flow goes to step S39. In step S39, the state machine
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(controller) 10 checks whether the erase sequence specifies
only high speed erase verity, that is, only the accumulated
string erase verify. This check is carried out through, for
example, a check of a mode that has been set in advance in the
state machine (controller) 10. When it is the mode in which
the erase sequence includes a high speed check only, the flow
ends. On the other hand, when it is the mode in which the
erase sequence includes a detailed check, the flow goes to the
second stage. The second stage starts from step S41. The
second stage is essentially the same as the first embodiment,
and erase verify is carried out for each string. That is, steps
S41-S50 are the same as the steps S2-S11 of FIG. 12, respec-
tively.

In step S41, the state machine (controller) 10 applies an
erase pulse to the block to be erased. In step S42, the state
machine (controller) initializes the parameter N to 0. In step
S43, the state machine (controller) 10 carries out erase verity
read for the string StrN that is specified. Step S43, as
described above, includes read out of data from the cells,
sense, logical operations with each of the sense amplifier
outputs SAOUT and the data within the corresponding caches
LDL, and storage of the logical operations results to each of
the caches LDL.

In step S44, the state machine (controller) 10 counts the
number of fail bits for the string StrN. In step S45, the state
machine (controller) 10 compares the number of fail bits with
the threshold value F_BSPF. Steps S44 and S45 include out-
put of the number of fail bits to the signal PFBUS, comparison
of the number of fail bits with the threshold value, storage of
the comparison result to the status 5a.

If the result of step S45 is a Yes, in step S46, the state
machine (controller) 10 determines whether the string Str for
which erase verify is carried out in S43 is the last string or not.
Ifthe decision at step S46 is a Yes, the flow ends, and if itis a
No, then in step S47, the state machine (controller) 10 incre-
ments N by 1. After step S47, the flow returns to step S43.

When the decision at step S45 is a No, in step S48, the state
machine (controller) 10 checks as to whether the number of
repetitions of the erase and erase verify has exceeded the
threshold value (upper limit). When the number of repetitions
has not exceeded the upper limit, in step S49, the state
machine (controller) 10 prepares to reapply the erase pulse
towards the block to be erased, and subsequently the flow
returns to step S41. When the decision at step S48 is a Yes, in
step S50, the state machine (controller) 10 sets the data that
indicates fail in the status register 5a.

As described above, according to the second embodiment,
the result of the erase verify for each string is accumulated
across multiple strings, and fail or pass is determined for this
accumulated result. In the case of the check and re-erase per
string as in the prior technique, re-erase is carried out each
time a string has failed, and the fail check and re-erase are
repeated. If erase verify per string is omitted and if only
accumulated string erase verify is carried out, it is possible to
complete erase operation at a high speed.

Also, for example, because of defects in manufacturing or
degradation in a string, fail check and re-erase will become to
be repeated many times when erase command is issued. Fur-
thermore, when a certain block includes multiple strings that
repeatedly fail checks, the above mentioned fail and re-erase
set will be repeated for the block to be erased. In contrast,
according to the second embodiment, before carrying out
verify per string for the multiple strings that repeatedly fail
checks, it is possible to find the blocks that include such
strings. This leads to a shortening of erase busy time.

The flow of the second embodiment can also be as in FIG.
18 instead of FIG. 17. FIG. 18 is a flow chart of a first
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modification example of the erase operation of the semicon-
ductor memory device pertaining to the second embodiment.
As shown in FIG. 18, when the decision at step S36 is a Yes,
the flow goes to step S39 via step S37. That is, when the string
accumulated erase verify is a fail and the number of repeti-
tions of erase exceeds the upper limit, it goes to erase verify
per string. According to the first modification example, when
the erase pulse application and erase verify are carried out
multiple times, the possibility of erase verify fail in all strings
is high at early time of erase verify. After the accumulated
string erase verify has passed, if it goes to erase verify for each
string, it is possible to shorten the overall time taken for erase
verify.

Itis also acceptable if the second embodiment is combined
with the first embodiment and is as in FIG. 19. FIG. 19 is a
flow chart of the second modification example of the erase
operation of the semiconductor memory device pertaining to
the second embodiment. From step S1 to step S11 are iden-
tical to FIG. 12. However, in step S1, as described with
reference to step S1 of FIG. 12 in addition to the status register
5a, the status register 554 is also initialized.

InS6, when itis determined that the erase verity ofa certain
string StrN is a fail and the number of repetitions of the erase
and erase verify has exceeded the threshold value (upper
limit), the flow goes to step S11. In step S11, in order to
indicate a fail of erase verify for string, the state machine
(controller) 10 sets the data that indicates fail in the status
register Sa. The point that the flow does not go to end step is
different from the first embodiment.

In this example, it goes from erase verify for each string to
the accumulated string erase verify.

More specifically, the flow goes from step S11 to step S33.
In step S33, the state machine (controller) 10 carries out the
accumulated string erase verify read. As a result of step S33,
the result of erase verify read is stored in the caches UDL.
Step S33 includes the operations from time t20 to time t41 of
FIG. 14.

Next, in step S34, the state machine (controller) 10 checks
the accumulated string erase verify result within the caches
UDL. When the decision at step S34 is a Yes, the erase ends.
On the other hand, when the decision at step S34 is a No, the
flow goes to step S37. In step S37, the state machine (con-
troller) 10 sets the data that indicates fail in the status register
5b.

In the second modification example, the following advan-
tages can be obtained. When a block has multiple strings with,
for example, defects in manufacturing or degradation, the
erase verify of the given string does not pass, and the erase
verify fail and re-erase for each string are repeated. Moreover,
since the block that includes such a few defected strings is
recognized as a failure block, the user can not use all strings
in a block. In the second example, in erase verify for each
string even if a certain string is always a fail, erase does not
end, and the accumulated string erase verity is carried out. As
a result, rather than the check of each string, fail bits infor-
mation averaged across the block to be erased is collected,
and it becomes possible to know the summarized erase results
of the block at a high speed. This fact contributes to the
improvement of the convenience of the semiconductor
memory device 100.

Third Embodiment

The third embodiment is related to a semiconductor stor-
age system that includes the semiconductor memory device
of the second embodiment, and its controller.
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FIG. 20 shows a semiconductor storage system 300 per-
taining to the third embodiment. As shown in FIG. 20, the
semiconductor storage system 300 includes the semiconduc-
tor memory device 100 pertaining to the second embodiment,
and the controller 200. The semiconductor memory device
100 communicates with the controller 200.

The controller 200 includes hardware and software related
to operation of the semiconductor memory device 100. The
controller 200 generates the chip enable signal CEnx, write
enable signal WEnx, read enable signal REnx, command
latch enable signal CLEx, address latch enable signal ALEx,
write protect signal WPnx, and gives these to the semicon-
ductor memory device 100. Also, the controller 200 generates
signals such as address, command, data etc., and gives these
to the semiconductor memory device 100 via the bidirectional
bus 10x<7:0>. The semiconductor memory device 100 gives
data to the controller 200 via the bidirectional bus I0x<7:0>.
Depending on the need, a means by which the semiconductor
memory device 100 notifies indications that the operations
such as erase, etc. are complete, to the controller 200 may also
be provided. The controller 200 communicates with the host
device 400.

Upon receiving the signals CMD_STATUS and CMD-
_STATUS_STR, as displayed in FIG. 13 and as described by
referring to FIG. 13, the command decoder 13 supplies these
signals to the select circuit 18. Upon receiving the signal
CMD_STATUS, the select circuit 18 supplies the signal STA-
TUS from the status register Sa to the output buffer. On the
other hand, upon receiving the signal CMD_STATUS_STR,
the select circuit 18 supplies the signal STATUS_STR from
the status register 55 to the output buffer 17. The output buffer
17 outputs the received signal STATUS or STATUS_STR
from the semiconductor memory device 100, on to the bidi-
rectional bus 10 x<7:0>. This signal is received by the con-
troller 200, and is received within the controller 200, for
example, by a module that manages the entire controller. The
module uses the received signal to determine the subsequent
operations. The module is formed, for example, from soft-
ware or hardware, or a combination of both.

In this embodiment, the decision as to whether or not a
transition should happen to erase verify for each string after
the accumulated string erase verity is entrusted to the deter-
mination of the controller 200. This point is in contrast with
the second embodiment.

With reference to FIG. 21, the operations of the semicon-
ductor storage system of the third embodiment are described.
FIG. 21 is a drawing that shows the tasks of the erase opera-
tion of the semiconductor storage system pertaining to the
third embodiment. Time elapses from the top towards the
bottom of the drawing. The processes and decisions of the
controller 200 are mentioned on the left hand side of the
figure, and the processes and operations of the semiconductor
memory device 100 are mentioned on the right hand side of
the figure. The arrows indicate the flow of commands or data.

As shown in FIG. 21, the controller 200 issues a command
instructing the execution of the erase operation in the semi-
conductor memory device 100 (Task T1). The erase com-
mand includes instructions to execute the accumulated string
erase verify, and additionally instructions of whether or not to
carry out erase verify for each string simultaneously. For
example, when shortening of the time taken for erase is
required, the controller 200 gives a command that erase verify
for each string is not to be carried out. When the result of erase
verify for each string is also necessary along with that of the
accumulated string erase verify, the controller 200 gives a
command that erase verify for each string is also to be carried
out. The semiconductor memory device 100 carries out erase
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and erase verify based on the contents of the command (task
T2). Erase verity includes the accumulated string erase verify,
and depending on the situation, erase verify for each string.
The semiconductor memory device 100 notifies an indication
erase complete if erase is completed, to the controller 200.

Next, the controller 200 issues a status read command to
get the result of the accumulated string erase verify (Task T3).
Upon receiving the command, the semiconductor memory
device 100, activates the signal CMD_STATUS_STR, and
outputs the status signal STATUS_STR from the status reg-
ister 556 to the controller 200, through the bidirectional bus
10x<7:0> (Task T4). When the erase command also includes
the execution of erase verify for each string, the semiconduc-
tor memory device 100, activates the signal CMD_STATUS,
and outputs the status signal STATUS from the status register
5ato the controller 200, through the bidirectional bus I0x<7:
0>

Upon receiving the status signal, the controller 200 decides
the operations that must be performed next on the basis of this
signal (task T5). An example of the combination of the infor-
mation received by the controller 200 and the results of verify
are shown in FIG. 22. When the accumulated string erase
verify and erase verify for each string are carried out, and
when the status STATUS and the status STATUS_STR are
both pass, it implies that the block erase has passed. Hence, in
general, the controller 200 does not need to acquire additional
information, and carry out additional operations related to the
erase operation. Therefore, the controller 200 can transition
to arbitrary operations such as execution of other tasks from
the host device 400, etc.

On the other hand, when the status STATUS is a fail and the
status STATUS_STR is a pass, this indicates that there are
strings that has fails equal or more than the permissible num-
ber in a specific string of a block to be erased. In this case, if
there is room in the storage capacity of the semiconductor
memory device 100, the controller 200 can determine the fact
that the block to be erased is a block erase fail. Alternately, it
is possible for the controller 200 to select methods such as
acquiring additional information, for example, to search for
usable areas excluding the specific string, etc.

Also, when the status STATUS_STR is a fail, inmost cases,
it is determined that it is a block erase fail. In such a case and
when the erase command does not include instructions to also
carryout the erase verify for each string, it is possible for the
controller 200 to select a method in which information is
acquired additionally, to search for usable areas (strings)
within the block that has been determined as failed. For this
additional search, the controller 200 issues a command to
execute erase verify for a specific string StrN, to the semicon-
ductor memory device 100 (task T6). If the semiconductor
memory device 100 receives the command, it carries out erase
verify for 1 string StrN (task T7). This erase verify has the
flow shown in FIG. 23. The flow of FIG. 23 corresponds to
some portions of the flow of FIG. 12, and differs from the flow
of FIG. 12 in the point that erase verify is carried out only for
string StrN. Specifically, the steps S1, S4, S5, and S6 are
carried out, and if the decision at step S6 is a Yes, the flow
ends, and if it is a No, step S11 is carried out. Subsequently,
the semiconductor memory device 100 stores the results of
verify to the register Sa, and at the same time, notifies the
completion of erase verify for the string StrN to the controller
200.

Return to FIG. 21. Upon receiving the notification, the
controller 200 issues a command to acquire the status infor-
mation of erase verify for the string N, to the semiconductor
memory device 100 (task T8). Upon receiving the command,
the semiconductor memory device 100 activates the signal
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CMD_STATUS, and outputs the status signal STATUS from
the status register 5a to the controller 200, through the bidi-
rectional bus 10x <7:0> (task T9).

In accordance with the status information received, the
controller 200 updates the string failure information table
being maintained within the controller. Specifically, if the
erase verify for the string StrN is a pass, the controller 200
recognizes that a block is failed but some of strings in the
block are passed. Then, it maintains this kind of information
in the string failure information table. The string failure infor-
mation table, for example, is maintained in the volatile or
nonvolatile memory within the controller 200. The controller
200 treats the usable areas (strings) as areas(strings) without
special classification, or treats them as strings in which may
find failure. It depends on the design of semiconductor stor-
age system 300 how treat them. On the other hand, ifthe erase
verify for the string StrN is a fail, the controller 200 decides
that a block that includes string StrN has failed. Then the
contoller 200 does not access it.

As explained above, the semiconductor memory device
100 carries out an accumulated string erase verify, erase
verify for each string, and one string erase verify correspond-
ing to the commands received from external, and outputs
status signals STATUS and STATUS_STR, according to the
third embodiment. These series of the operations relating to
the acquirement of various verify and status information are
not the automatic operation of the semiconductor memory
device 100, but are conducted under the control by and com-
mand from the controller 200. Therefore, the possibility of
carrying out a fine control and understanding a fine status can
be offered, and it is possible to use erase failure blocks that
conventionally must be made to an erase fail, and the way to
use strage erea effectively is provided. What is more, this can
be run at a short period of time. The semiconductor memory
device 100 should just prepare various erase verify, the selec-
tion of various erase verify is in the controller. For this reason,
the semiconductor memory device 100 can provide flexibility
in terms of usage patterns.

While certain embodiments have been described, these
embodiments have been presented by way of example only,
and are not intended to limit the scope of the inventions.
Indeed, the novel embodiments described herein may be
embodied in a variety of other forms; furthermore, various
omissions, substitutions and changes in the form of the
embodiments described herein may be made without depart-
ing from the spirit of the inventions. The accompanying
claims and their equivalents are intended to cover such forms
or modifications as would fall within the scope and spirit of
the inventions.

Structure of the memory cell array 1 is not limited as above
description. A memory cell array formation may be disclosed
in U.S. patent application Ser. No. 12/532,030 filed on Mar.
23, 2009. U.S. patent application Ser. No. 12/532,030, the
entire contents of which are incorporated by reference herein.

Furthermore A memory cell array formation may be dis-
closed in U.S. patent application Ser. No. 12/679,991 filed on
Mar. 25, 2010. U.S. patent application Ser. No. 13/236,734,
the entire contents of which are incorporated by reference
herein.

(Additional Statement)
Note 1. A semiconductor memory device, comprising:

a memory block including a plurality of memory strings
each string including a plurality of memory cell transistors
connected in series with a first selection transistor on a first
end and a second selection transistor on a second end, the
plurality of memory strings including a first memory string
and a second memory string;
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a first bit line connected to the first selection transistor of
the first memory string and the first selection transistor of the
second memory string;

a sense amplifier connected to the first bit line;

a plurality of word lines, each word line connected to a
memory cell transistor in each memory string; and

a controller configured to control an erase operation of the
memory block, wherein the erase operation includes:

applying a first erase voltage to the plurality of word lines;

addressing the first memory string by applying a selection
voltage to a gate electrode of the first and second selec-
tion transistor of the first memory string;

applying an erase verify voltage to the plurality of word

lines and reading data of memory cell transistors in the
first memory string using the sense amplifier; and
addressing the second memory string without first dis-
charging the plurality of word lines.
Note 2. The semiconductor memory device of note 1, wherein
the erase operation including a step for applying an erase
voltage and an erase verify and a controller is configured to
make an enable signal for the sense amplifier twice during the
erase verify for both a first memory string and a second
memory string.
Note 3. The semiconductor memory device of note 1, wherein
the controller is configured to carry out an erase verify for
each memory string and to store results of the erase verify for
each memory string in a first cache.
Note 4. The semiconductor memory device of note 2, wherein
the controller is configured to carry out the erase verify for
each memory string and to store results of erase verify for
each memory string in a first cache.
Note 5. The semiconductor memory device of note 1, wherein
the controller is configured to carry out an accumulated string
erase verify for all memory strings, and the controller is
configured to determine whether a memory string passed or
failed the erase verity based on a result of the accumulated
string erase verify.
Note 6. The semiconductor memory device of note 1, wherein
the sense amplifier includes a logic circuit configured to
determine whether a memory string passed or failed an erase
verify based on a result of the erase verify corresponding to a
first memory string and a result of the erase verify corre-
sponding to a second memory string, the first memory string
being different from the second memory string.
Note 7. The semiconductor memory device of note 3, wherein
the sense amplifier includes a logic circuit configured to
determine whether a memory string passed or failed the erase
verify based on a result of the erase verify corresponding to a
first memory string and a result of the erase verify corre-
sponding to a second memory string, the first memory string
being different from the second memory string.
Note 8. The semiconductor memory device of note 4, wherein
the sense amplifier includes a logic circuit configured to
determine whether a memory string passed or failed the erase
verify based on a result of the erase verify corresponding to a
first memory string and a result of the erase verify corre-
sponding to a second memory string, the first memory string
being different from the second memory string.
Note 9. The semiconductor memory device of note 6, wherein
the sense amplifier includes a second cache for storing the
output of the logic circuit.
Note 10. The semiconductor memory device of note 8§,
wherein the sense amplifier includes a second cache for stor-
ing the output of the logic circuit.
Note 11. The semiconductor memory device of note 1, further
comprising a verify circuit, the veritfy circuit including a first
registor and a second registor, the first registor being capable
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of holding a first data indicated whether an erase verify for
each string has passed, the second registor being capable of
holding a second data indicated whether an accumulated
string erase verify has passed.

Note 12. The semiconductor memory device of note 10, fur-
ther comprising a verify circuit, the verify circuit including a
first registor and a second registor, the first registor being
capable of holding a first data indicated whether the erase
verify for each string has passed, the second registor being
capable of holding a second data indicated whether an accu-
mulated string erase verify has passed.

Note 13. The semiconductor memory device of note 11, fur-
ther comprising a output buffer, the output buffer outputting
the first data or the second data based on an instruction from
outside.

Note 14. The semiconductor memory device of note 12, fur-
ther comprising a output buffer, the output buffer outputting
the first data or the second data based on an instruction from
outside.

Note 15. The semiconductor memory device of note 14,
wherein the controller is configured to carry out the erase
verify for each memory string based on a first signal and to
carry out the accumulated string erase verify for all memory
string based on a second signal, the first signal being different
from the second signal.

Note 16. A memory system, comprising:

a memory block including a plurality of memory strings
each string including a plurality of memory cell transistors
connected in series with a first selection transistor on a first
end and a second selection transistor on a second end, the
plurality of memory strings including a first memory string
and a second memory string;

a first bit line connected to the first selection transistor of
the first memory string and the first selection transistor of the
second memory string;

a sense amplifier connected to the first bit line;

a plurality of word lines, each word line connected to a
memory cell transistor in each memory string;

a controller configured to control an erase operation of the
memory block, wherein the erase operation includes:

applying a first erase voltage to the plurality of word lines;

addressing the first memory string by applying a selection
voltage to a gate electrode of the first and second selec-
tion transistor of the first memory string;
applying an erase verify voltage to the plurality of word
lines and reading data of memory cell transistors in the
first memory string using the sense amplifier; and

addressing the second memory string without first dis-
charging the plurality of word lines;

wherein the controller is configured to carry out an accu-
mulated string erase verify for all memory strings, and the
controller is configured to determine whether a memory
string passed or failed the erase verify based on a result of the
accumulated string erase verify.

Note 17. The memory system of note 16, wherein the erase
operation including a step for applying an erase voltage and
an erase verify and a controller is configured to make an
enable signal for the sense amplifier twice during the erase
verify.

Note 18. A method of controlling a memory device including
a memory block with a plurality of memory strings each
string including a plurality of memory cell transistors con-
nected in series with a first selection transistor on a first end
and a second selection transistor on a second end, the plurality
of memory strings including a first memory string and a
second memory string, a first bit line connected to the first
selection transistor of the first memory string and the first
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selection transistor of the second memory string, a sense
amplifier connected to the first bit line, a plurality of word
lines, each word line connected to a memory cell transistor in
each memory string, and a controller, the method comprising:

applying a first erase voltage to the plurality of word lines;

addressing the first memory string by applying a selection
voltage to a gate electrode of the first and second selection
transistor of the first memory string;

applying an erase verify voltage to the plurality of word
lines and reading data of memory cell transistors in the first
memory string using the sense amplifier; and

addressing the second memory string in the memory block
without first discharging the plurality of word lines.

What is claimed is:
1. A semiconductor memory device, comprising:
a memory block including a plurality of memory strings,
the plurality of memory strings including a first memory
string and a second memory string;
afirst bit line connected to one terminal of the first memory
string and one terminal of the second memory string;
a plurality of word lines connected to the plurality of
memory strings and
a controller configured to control an erase operation of the
memory block, wherein the erase operation includes:
applying a first erase voltage to the plurality of word
lines;

selecting the first memory string;

applying an erase verify voltage to the plurality of word
lines and reading data of the first memory string; and

when the first memory string passes the erase verify,
selecting the second memory string without first dis-
charging the plurality of word lines, and

when the first memory string fails the erase verify, dis-
charging the plurality of word lines and repeating the
erase operation on the memory block so long as a
number of repeated erase operations performed on the
memory block is less than a first number.

2. The semiconductor memory device of claim 1, further
comprising:

a sense amplifier connected to the first bit line,

wherein the controller is configured to apply an enable
signal for the sense amplifier twice during the erase
verify for the first memory string and the second
memory string.

3. The semiconductor memory device of claim 2, wherein
the controller is configured to carry out the erase verify for
each memory string and to store results of erase verify for
each memory string in a first cache.

4. The semiconductor memory device of claim 3, wherein
the sense amplifier includes a logic circuit configured to
determine whether a memory string passed or failed the erase
verify.

5. The semiconductor memory device of claim 4, wherein
the sense amplifier includes a second cache for storing the
output of the logic circuit.

6. The semiconductor memory device of claim 5, further
comprising a verify circuit, the veritfy circuit including a first
register and a second register, the first register being capable
ot holding a first data indicating whether the erase verify for
each string has passed, the second register being capable of
holding a second data indicating whether an accumulated
string erase verify has passed.

7. The semiconductor memory device of claim 6, further
comprising an output buffer, the output buffer outputting the
first data or the second data based on an instruction from
outside.
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8. The semiconductor memory device of claim 7, wherein
the controller is configured to carryout the erase verify for
each memory string based on a first signal and to carry out the
accumulated string erase verify for all memory string based
on a second signal, the first signal being different from the
second signal.

9. The semiconductor memory device of claim 1, wherein
the controller is configured to carry out the erase verify for
each memory string and to store results of the erase verify for
each memory string in a first cache.

10. The semiconductor memory device of claim 9, wherein
the sense amplifier includes a logic circuit configured to
determine whether a memory string passed or failed the erase
verify.

11. The semiconductor memory device of claim 1, wherein
the controller is configured to carry out an accumulated string
erase verify for all memory strings, and the controller is
configured to determine whether the erase verify passed or
failed for all memory strings based on a result of the accumu-
lated string erase verify.

12. The semiconductor memory device of claim 1, wherein
the sense amplifier includes a logic circuit configured to
determine whether a memory string passed or failed the erase
verify.

13. The semiconductor memory device of claim 12,
wherein the sense amplifier includes a second cache for stor-
ing the output of the logic circuit.

14. The semiconductor memory device of claim 1, further
comprising a verify circuit, the verity circuit including a first
register and a second register, the first register being capable
ot holding a first data indicating whether the erase verify for
each string has passed, the second register being capable of
holding a second data indicating whether an accumulated
string erase verify has passed.

15. The semiconductor memory device of claim 14, further
comprising an output buffer, the output butfer outputting the
first data or the second data based on an instruction from
outside.
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16. A memory system, comprising:

a memory block including a plurality of memory strings
the plurality of memory strings including a first memory
string and a second memory string;

afirst bit line connected to one terminal of the first memory
string and one terminal of the second memory string;

a plurality of word lines connected to the plurality of
memory strings;

a controller configured to control an erase operation of the
memory block, wherein the erase operation includes:
applying a first erase voltage to the plurality of word

lines;
selecting the first memory string;
applying an erase verify voltage to the plurality of word
lines and reading data of the first memory string;
when the first memory string passes the erase verify,
selecting the second memory string without first dis-
charging the plurality of word lines; and
when the first memory string fails the erase verify, dis-
charging the plurality of word lines and repeating the
erase operation on the memory block so long as a
number of repeated erase operations performed on the
memory block is less than a first number,
wherein the controller is further configured to carry out a n
accumulated string erase verify for all memory strings, and
the controller is configured to determine whether the erase
verify passed or failed for all memory strings based ona result
of the accumulated string erase verify.

17. The memory system of claim 16, further comprising:

a sense amplifier connected to the first bit line,

wherein the controller is configured to apply an enable
signal for the sense amplifier twice during the erase
verify for the first memory string and the second
memory string.



